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#### Abstract

The domain of Augmentative and Alternative Communication (AAC) studies appropriate techniques and systems that enhance or accomplish the retaining or non-existing abilities for interpersonal communication. Some AAC users apply telegraphic language, as they attempt to speed up the interactive communication or because they are language impaired. In many AAC aids, a "sentence" is formulated by combining symbols of an icon-based communication system. To be accepted by the communication partner, the output should be a correct oral sentence of a natural language. In this paper we present our effort to develop a novel technique for expanding spontaneous telegraphic input to well-formed Greek sentences, by adopting a feature-based surface realization for Natural Language generation. We first describe the general architecture of the system that accepts compressed, incomplete, grammatically and syntactically ill-formed text and produces a correct full sentence. The NLP techniques of the two main modules, named preprocessor and translator/ generator, are then analyzed. A prototype system has been developed using Component Based Technology (CBT) which is under field evaluation by a number of speech-disabled users. Currently it supports fully the BLISS and MAKATON icon based communication systems. Some limitations of the module are also discussed along with possibilities for future expansions.


## 1 Introduction

Computer Mediated Interpersonal Communication (CMIC) (or its equivalent term ecommunication) launches an important societal role for all citizens. In CMIC either voice or text is commonly used to achieve synchronous (i.e. in real time) or asynchronous (e.g. messaging, mailing) communication between two or more individuals. In some cases an alternative symbolic communication system (such as BLISS, PIC, PCS, MAKATON, SIGSYM, LEXIGRAMS, OACKLAND and REBUS) can be also utilized [1]. Traditionally, interpersonal communication is referred in the context of the assistive technology and the communication aids. However recently, general solutions have been proposed allowing communication between able-bodied and the disabled [2], [3], [4]. The domain of Augmentative and Alternative Communication (AAC) studies the appropriate techniques and the
systems that enhance or accomplish the retaining or non-existing abilities for interpersonal communication.

AAC constitutes a highly multilingual communication environment as almost an infinite number of vocabulary sets from various orthographic languages or symbol systems can be created or adapted. In the majority of the AAC aids the two partners in a communication session apply different meaning representations chosen among text and symbols. Some AAC users apply telegraphic language, because either they are language impaired or they attempt to speed up the interactive communication. Telegraphic language is very brief and concise and many words are omitted. Substitutionally, in many AAC aids, one combines elements of an icon-based system to formulate a "sentence". Nevertheless, to be accepted by the communication partner, the output should be a correct oral sentence of a natural language. In this case, as an intermediate step, the icon-based "sentence" is lexical translated to telegraphic language. Research work concerning lexical knowledge in the AAC field has focused primarily on knowledge-based rate enhancement techniques for natural languages, such as COMPANSION [5], [6] and co-generation [7]. The formal description, processing and translation of symbol systems (e.g. BLISSYMBOLICS) have also been investigated: The COMPANSION system [5] uses a statistical model for syntax analysis in English and it accepts input from the keyboard. The PVI system [9] uses Tree Adjoining Grammars (TAG) to generate French sentences. KOMBE produces also French sentences [8] from input in SODI-GRACH, which is not a widely accepted symbolic system compared to BLISSYMBOLICS. Whereas morphological treatment in some languages, like the English, seems to be relatively simple, it can become a central issue for highly inflectional languages, such as Hungarian [17], Basque [18] and Greek. In the literature there are also proposals concerning the exploitation of already existing large-scale lexical resources in AAC [10]. The role of multilingual lexical linguistic information and lexical translation relations for orthographic languages and symbolic systems has been discussed in depth in [11], [12].

This paper presents a new approach for expanding spontaneous telegraphic input in AAC to well-formed sentences for the Greek language. The adopted method consists of a feature-based surface realization for Natural Language generation. We first describe the general architecture of the system that accepts compressed, incomplete, grammatical and syntactically ill-formed text and produces a correct full sentence. The NLP techniques of two main modules, named preprocessor and translator/generator, are then analyzed. Furthermore, a prototype of such a system developed using Component Based Technology (CBT) is given. Some limitations of the module are also discussed along with possibilities for future expansions.

## 2 General Architecture

The general architecture of a typical AAC system is given in Fig. 1. A language impaired user, through an appropriate to his/her abilities input device (such as switch \{either mechanical or infrared or acoustic\}, touch screen, trackball, mouse, headstick, touch tablet) selects a number of symbols from the selection set in order to form a message [13]. This icon-based "sentence" is then lexically translated to telegraphic form [11]. Non-language impaired users can formulate telegraphic sentences directly.

The Telegraphic-to-Full Sentence (TtFS) module produces a well-formed complete sentence to drive either a Text-to-Speech system or to reach the communicator partner through alternative output forms (e.g. chat, e-mail, print).

We concentrate our work on developing the TtFS module, which will work as a language text translator/generator. The input is a compressed, incomplete, grammatical and syntactically ill-formed Greek text. The output of the module is a full Greek sentence, grammatical and syntactically correct. The module uses a database with morphological, syntactic and semantic knowledge.


Fig. 1. General architecture of an AAC system

Two modules can accomplish the whole processing of the TtFS :

1. The preprocessor module, which splits the sentence into words and identifies the part of speech for each of them. The preprocessor also adds any missed words, such as articles. The output of the module is a full sentence, but grammatical incorrect.
2. The translator/generator module, which applies syntactic and grammatical rules as well as semantic information to the output of the preprocessor and generates a well-formed complete Greek sentence.


Fig. 2. The architecture of the TtFS

## 3 The Preprocessor

The preprocessor module has a linear, step-by-step architecture (Figure 3). Initially, the preprocessor module splits the input sentence into words. For every word a small chunk is created. One part of the chunk is the word class of the given word. The above information is retrieved from a computational morphological and syntactic lexicon of Modern Greek. Currently the module includes 3000 lemmas, in order to support the full icon based communication system BLISSYMBOLICS [14], [15],
[16], as well as MAKATON. Then, the preprocessor checks each word and applies the following syntactic rules:

1. If there is not any conjunction in the sentence, it assumes that there is only one main sentence. If there is at least one conjunction, it creates two or more different sentences. The first sentence is the main and the others are subordinate clauses. The remaining processing is taking place for each of them.
2. If the user omits to add an article before a noun, or before an adjective, then a new chunk, which contains the article, is added. The order of this chunk in the list is just before the chunk of the noun or the adjective, correspondingly. This processing is taking place only for nouns and adjectives before the verb of the sentence.
3. It is examined if for each verb a noun follows. If this is the case, the semantics of the noun are checked and the omitted words are added in a chunk between them.
The following cases are checked for the semantics of a noun: place, person, food, drink, object, vehicle. The semantic information for the verbs and the nouns is encoded in the database of the system. In this database there is also stored the lexicon and morphological information for every lemma.

Then, the preprocessor module merges all the words into a sentence. This sentence is a full one, as there are not missed words, but it is grammatical incorrect.

## 4 The Translator/Generator

The translator/generator module inputs a full sentence from the preprocessor and applies syntactic and grammatical rules to generate a well-formed sentence. Figure 4 presents the architecture of this module.

Initially, it splits the sentence and creates a list of chunks. Every chunk corresponds to a specific word of the sentence. Each chunk has five fields: number, gender, tense, person and case. The default value for each field is:

| tense | $:$ | present |
| :--- | :--- | :--- |
| case | $:$ | nominative |
| gender | $:$ | masculine |
| number | $:$ | singular |
| person | $:$ | first |

After the creation of the chunks list, the word class for each word is retrieved from the lexicon. Then, depending on the word class of each word, the fields' values on its corresponding chunk changes properly. For example, if one word recognized to have a plural number, then the field "number" changes to plural, or if a pronoun is " $\varepsilon \sigma u$ " ("you") then the "person" changes to second and if there is a pronoun like " $\alpha v \tau$ ó $\varsigma$ " ("he") it changes to third. Next, the sentence is checked for conjunctions. Then it is separated in one main and subordinate clauses, if there are any.

After these initializing steps, the module acts out the syntactic analysis. It uses syntactic rules to determine the subject and the object complement for each sentence.

First, it examines each sentence to identify the subject. The identification is accomplished with the use of syntactic patterns. The patterns of subjects that are used in the Greek language are stored in a table of the database (see Table 1). The sentence is checked from the start to its verb, if there is any. The check is performed
sequentially using all the patterns of the database. The order of storing them in the database is from the larger to the smaller. If there is no subject in the sentence, the module assumes that the subject is the pronoun " $\varepsilon \gamma \omega$ "" ("I"). For the special case a subordinate clause has no subject, the subject of the main sentence is assumed.

The examination for object complements is follwing. The technique used is the same as described above. The rest of the sentence (without the subject) is checked with the patterns for object complements stored in the database. In the case the verb is a transitive one, the object complement is labeled as a predicate.

Table 1. The patterns used to identify the subject and the object complement. Abbreviations: PRE=Ppreposition, ART=article, $\mathrm{PAR}=$ particle, $\mathrm{NN}=$ noun, $\mathrm{PRO}=$ pronoun, $\mathrm{ADJ}=$ adjective, $\mathrm{CON}=$ conjuction and $\mathrm{NUM}=$ number

| Subject | Object Complement |
| :--- | :--- |
| PRE+ART+PAR | PRE+ART+NN+CON+ART+NN |
| ART+NN+CON+ART+ADJ+NN | PRE+ART+ADJ+NN |
| ART+ADJ+NN+CON+ART+NN | ART+NN+CON+ART+NN |
| ART+NN+CON+ART+NN | PRE+ART+NN |
| ART+PAR+NN | PRE+ART+PAR+NN |
| ART+ADJ+NN | PRE+ART+NN+ART+ADJ |
| PRO+CON+ART+ADJ+NN | ART+ADJ+NN |
| ART+ADJ+NN+CON+PRO | ART+ADJ |
| ART+NN+PRO+CON+PRO | PRE+ART+ADJ |
| ART+NN+CON+PRO | ART+PAR+NN |
| PRO+CON+ART+NN+PRO | ART+NN |
| ART+NN+CON+PRO | PRE+ART+PAR |
| PRO+CON+ART+NN+PRO | PRE+ART+NUM |
| PRO+CON+ART+NN | ART+NUM |
| ART+ADJ | ART+PAR |
| PRO+CON+PRO | ART+ADJ |
| ART+NN+PRO | PRE+PRO |
| ART+NUM | PRE+NN |
| ART+PRO | PRO |
| ART+NN | ADJ |
| ART+PAR | PRE+ADJ |
| PAR | NN |
| NN | $\#$ |
| ADJ | $\#$ |

After the assessment for subjects, object complements and predicates, the module applies some grammatical rules of the Greek language, to the chunks list. During the application of the rules, the field values of the chunks list are changed. The goal of this process is label each chunk with the appropriate number, gender, tense and case, according to the grammatical rules of the Greek language, (described in 4.1).

The final step of the module is to inflect every word to its correct tense, gender and number, according to the values of the labels of its corresponding chunk. The inflection is accomplished with the use of morphological knowledge. The inflection technique is described in section 4.2.

After the generation of the inflected words, the module merges them to produce a well-formed sentence, which represents the output of the whole module.

### 4.1 Syntactic and Grammatical Rules

The translator/generator module applies the following grammatical and syntactic rules of the Greek language (all the rules are being applied before the inflection of each word):

Agreement between the subject and the verb of a sentence.
The object complement in accusative.
The predicate in nominative.

## Agreement between the subject and the verb of a sentence

The verb of a sentence must have the same number and the same person with the subject of the sentence where it belongs. If a subordinate clause doesn't have a subject, then the module assumes that the subject is the same with that of the main sentence. For example:
$\begin{array}{ll}\text { Input sentence: } & \{\text { avtó }\}+\{\dot{\varepsilon} \chi \omega\}(\{\text { he }\}+\{\text { have }\}) \\ \text { Output sentence: } & \text { "Avió } \varepsilon \text { ć } \chi \varepsilon \text { " }\end{array}$

At the starting point the default values of the labels for the verb " $\varepsilon \chi \omega$ " ("have") are singular for the number and first for the person. The label person of the word " $\alpha v \tau 0 ́ \varsigma$ " ("he") is third. Before the inflection of each word, the corresponding labels of the verb " $\chi \chi$ " ("have"), changes to become the same as the subject " $\alpha v \tau o ́ s$ ". Thus, the inflected word for the verb "' $\varepsilon \chi \omega$ " ("I have") is " $\varepsilon \chi \varepsilon 1 "$ ("he has") and the output sentence is well formed.

## The object complement in accusative

The object complement of a sentence must always be in accusative. Thus, for all the words that consist the object complement, the label for case changes to accusative. For example, consider the following sentence to be handled by the TtFS system:
Input:
$\{\mu \eta \tau \varepsilon ́ \rho \alpha\}+\{\kappa \alpha ́ \theta$ о $\mu \alpha ı\}+\{\kappa \alpha \rho \varepsilon ́ \kappa \lambda \alpha\}$ $\{$ mother $\}+$ \{sit $\}+\{$ chair $\}$
Output: "Н $\mu \eta \tau \varepsilon ́ \rho \alpha \kappa \alpha ́ \theta \varepsilon \tau \alpha \iota ~ \sigma \tau \eta \nu \kappa \alpha \rho \varepsilon ́ \kappa \lambda \alpha "$
"The mother is sitting on the chair"
The preprocessor module adds: a) an article before the noun " $\mu \eta \tau \varepsilon \dot{\varepsilon} \rho \alpha^{\prime \prime}$ ("mother") and b) the prepositional article " $\sigma \tau \sigma$ " ("on+the") before the noun "к $\alpha \varepsilon \varepsilon \kappa \lambda \alpha$ " ("chair"). The word " $\sigma \tau 0$ " ("on+the") suits for the verb "ка́ $\theta$ o $\mu \alpha$ " ("sit") if a noun follows with the meaning of an item, like " $\kappa \alpha \rho \varepsilon ́ \kappa \lambda \alpha$ ". The input sentence for the second module is:
$\{\dot{\alpha} \rho \theta \rho o\}+\{\mu \eta \tau \varepsilon ́ \rho \alpha\}+\{\kappa \alpha \dot{\theta} \theta \mu \alpha 1\}+\{\sigma \tau 0\}+\{\kappa \alpha \rho \varepsilon ́ \kappa \lambda \alpha\}$. In the second module, every word, by default, has its case label in nominative. The object complement of the sentence is: $\{\sigma \tau 0\}+\{\kappa \alpha \rho \varepsilon ́ \kappa \lambda \alpha\}$, thus, the label for the case changes to accusative and, after the inflection, the output sentence is well formed.


Fig. 3. The architecture of the Translator/Generator module


Fig. 4. The architecture of the Preprocessor module

## The predicate in nominative

The predicate of a sentence must always be in nominative. We notice that the predicate gives an attribute to the subject. Hence, it takes the person and the number of the subject. For example:

```
Input sentence: \(\quad\{\gamma 0 v \varepsilon i ́ c\}+\{\varepsilon ́ \mu \alpha \alpha 1\}+\{v \varepsilon ́ o s\}\)
    \{parents \(\}+\{\) I am \(\}+\{\) young \(\}\)
Output sentence: "Oı \(\gamma\) oveí̧ cívaı véoı"
    "The parents are young"
```

The preprocessor module adds the word " $\alpha \rho \theta \rho o$ " (article) before the noun " $\gamma$ ovcíc" ("parents"). The input sentence for the second module is: $\{\alpha \dot{\alpha} \rho \rho \rho\}+$
 sentence is: $\{\alpha \dot{\alpha} \rho \rho \rho o\}+\{\gamma o v c i ́ c\}$ ( $\{$ article $\}+\{$ parents $\}$ ) and the word "vćos" ("young") is a predicate, because the verb " $\varepsilon$ í $\mu \alpha$ " ("I am") is a transitive one. The number of the subject is found to be plural because after the word " $\gamma$ ovcís" ("parents") the article doesn't give any information. Hence, the labels of the verb " $\varepsilon$ í $\mu \alpha$ " ("I am") and the predicate "véoc" ("young") change according to the labels of the word " $\gamma$ ovcíc" ("parents").

### 4.2 Knowledge Needed

The module uses a specially designed database, which stores the lexicon with appropriate syntactic and morphological knowledge.

## Lexicon

The lexicon consists of a database table and it is open to include any Greek word. The module is independent from the symbol selection set.

## Syntactic information

The module uses the following syntactic knowledge:

- Patterns for the identification of the subject, e.g. ART+ADJ+NN (where ART is an article, ADJ is an adjective, and NN is a noun).
- Patterns for the identification of the object complement, e.g. ART+NN (where ART is an article and NN is a noun).
- Special patterns for the omitted words after the verbs, e.g. in the case of the verb " $\pi \eta \gamma \alpha$ iv $\omega$ " ("going") the stored information is:

| Word | $\pi \eta \gamma \alpha \mathfrak{i v \omega}$ | going |
| :--- | :--- | :--- |
|  |  |  |
| Item | $\sigma \tau 0$ | to+article |
| Person | $\mu \alpha \zeta \dot{\imath}+\mu \varepsilon+\dot{\alpha} \rho \theta \rho o$ | with+article |
| Food | $\gamma 1 \alpha$ | for + article |
| Drink | $\gamma 1 \alpha$ | for $\alpha$ article |


| Place | $\sigma \tau 0$ | to+article |
| :--- | :--- | :--- |
| Game | $\gamma 1 \alpha$ | for+article |
| Time | $\dot{\alpha} \rho \theta \rho o$ | at+article |
| Vehicle | $\mu \varepsilon+\dot{\alpha} \rho \theta \rho o$ | with+article |
| Verb | $\nu \alpha$ | to |

For example, if the noun is " $\sigma \chi 0 \lambda \varepsilon$ cio" ("school") which is a place, then the omitted Greek word is the prepositional article "бто" ("to"+ article). If the noun is a vehicle, like " $\lambda \varepsilon \omega \varphi о \rho \varepsilon$ ío" ("bus"), then the words are " $\mu \varepsilon$ " $+\dot{\alpha} \rho \theta \rho o$ ("with"+ article)", and if it is a person, like " $\mu \eta \tau \varepsilon \dot{\varepsilon} \rho \alpha$ " ("mother") then the words are " $\mu \alpha \zeta \zeta i ́ \mu \varepsilon "+\dot{\alpha} \rho \theta \rho o$ ("with"+ article)".

## Morphological information/ word inflection

At the final step of the process, every word is inflected using the label values from its corresponding chunk. The morphological information for the inflection of each word is stored in the database. In reality, the word class and an inflection code along with its stem are specified for the members of the lexicon. This code corresponds to a pattern of specific endings. We have encoded the complete ending patterns for all the Greek words. For example, all the nouns in the Greek language have one out of 56 different endings. These 56 endings are stored only once. For each noun, adjective, article or verb we stored only the inflection code that corresponds to the correct pattern ending and the stem of the word. The module generates all the inflectional morphemes using the inflection code and the stem of the word. Thus, by combining the stem with the corresponding ending, it can inflect a word in every number, any tense, any gender and any case, according to the label values and the corresponding word class. Thus, the following values are retrieved for each word class:

| - Verb | tense, person, number |
| :--- | :--- |
| - Noun | number, case |
| - Adjective | number, gender, case |
| - Participle | number, gender, case |
| - Pronoun | number case |
| - Article | number, gender, case |
| - Number | number, case |
| - Adverb | null |
| - Preposition | null |
| - Conjunction | null |

## 5 Implementation

The module TtFS described above has been developed using Component Based Technology (CBT) for effective integration, as an independent component, in thorough CMIC applications. As a first test, it has been incorporated under the ULYSSES framework [4], which facilitates the integration of multi-vendor
components into interpersonal communication applications. The module has not any user interface in a real AAC aid. Although, a special user interface has been developed to accomplished laboratory alpha tests. The output of the module possesses an appropriate format [19], [20] to drive even advanced modern Text-to-Speech systems [21]. Currently, the system supports fully the icon based languages, BLISS and MAKATON. The software implementation has been accomplished with Visual Basic of the MS-Visual Studio, version 6.0. The module was built as an ActiveX DLL (Dynamic Library Link) and it can be easily installed and used as an independent intermediate component in AAC aids.

## 6 Discussion

The TtFS prototype is under field evaluation by a number of speech-disabled users at different regions of Greece. Preliminary results are very positive regarding its usability in real time everyday spontaneous interpersonal communication sessions.

The following limitations has to be taken into account for the current version of TtFS :

Unlimited lexicon. TtFS requires a rather large amount of information to be associated with each word. This knowledge must be hand coded on the database of the module. An effort is under way to handle the problem of unrestricted vocabulary using automatic methods for deriving the necessary information from either on-line lexical resources or from corpus-based processing.

User Input Assumptions. The module assumes that the input would reflect the basic word order of the desired output. Additionally, the subject should be first in the sentence and the object complement second. Furthermore, function words may be left out, but content words must be included.

Future expansions of the TtFS may include:

- Extension of the module's functionality to support other major icon-based symbolic communication systems used in AAC.
- Text input from the keyboard.
- Support of random telegraphic input.
- Support the opposite function of TtFS : transforming well-formed Greek sentences to a corresponding symbol sequence "sentence" for a specific icon-based system.


## 7 Conclusion

In this paper we have presented a novel technique for expanding spontaneous telegraphic input to well-formed sentences for the Greek language by adopting a
feature-based surface realization for Natural Language generation. The general architecture of the system that accepts compressed, incomplete, grammatical and syntactically ill-formed text and can produce a correct full sentence has been described along with the NLP techniques of two main modules, named preprocessor and translator/generator. A prototype of such a system has been developed using Component Based Technology (CBT) as a part of a number of AAC aids designed for different user groups. The system supports currently the full icon based AAC systems BLISS and MAKATON. The system is under field evaluation by a number of speechdisabled users at different regions of Greece.
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